Performance of a Large Language Model on Japanese Emergency Medicine Board Certification Examinations
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Background: Emergency physicians need a broad range of knowledge and skills to address critical medical, traumatic, and environmental conditions. Artificial intelligence (AI), including large language models (LLMs), has potential applications in healthcare settings; however, the performance of LLMs in emergency medicine remains unclear.

Methods: To evaluate the reliability of information provided by ChatGPT, an LLM was given the questions set by the Japanese Association of Acute Medicine in its board certification examinations over a period of 5 years (2018-2022) and programmed to answer them twice. Statistical analysis was used to assess agreement of the two responses.

Results: The LLM successfully answered 465 of the 475 text-based questions, achieving an overall correct response rate of 62.3%. For questions without images, the rate of correct answers was 65.9%. For questions with images that were not explained to the LLM, the rate of correct answers was only 52.0%. The annual rates of correct answers to questions without images ranged from 56.3% to 78.8%. Accuracy was better for scenario-based questions (69.1%) than for stand-alone questions (62.1%). Agreement between the two responses was substantial (kappa = 0.70). Factual error accounted for 82% of the incorrectly answered questions.

Conclusion: An LLM performed satisfactorily on an emergency medicine board certification examination in Japanese and without images. However, factual errors in the responses highlight the need for physician oversight when using LLMs. (J Nippon Med Sch 2024; 91: 155-161)
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Introduction

Emergency medicine encompasses prehospital assistance, disaster readiness, proficiency in basic and advanced resuscitation techniques, and management of critical medical, traumatic, and environmental conditions that demand immediate attention in persons of all age groups¹. Thus, emergency physicians need to have broad knowledge, advanced technical skills, the ability for rapid decision-making, good communication skills, and extensive experience in responding to various situations.

Artificial intelligence (AI) has the potential to reduce the burden of emergency physicians by fulfilling many expected roles². Large language models (LLMs) are an advanced form of AI that learns from large quantities of textual information and engages in natural interactions with humans. Although LLMs are not models specially trained in a particular domain, they can answer questions related to medical expertise. For example, applications are expected in fields such as computer-aided diagnosis, data summarization, communication, and education³,⁴.

To evaluate the performance of LLMs in applications...
requiring medical expertise, studies have been conducted using medical examinations for undergraduates and postgraduates worldwide. These evaluations included national medical licensing examinations in Japan\(^{13,14}\) and the United States\(^{20,21}\) and board certification examinations in neurology\(^{27}\), nephrology\(^{28}\), family medicine\(^{29}\), general surgery\(^{30}\), neurosurgery\(^{31,32}\), orthopedic surgery\(^{32}\), urology\(^{33}\), plastic surgery\(^{34}\), obstetrics and gynecology\(^{35}\), anesthesiology\(^{36}\), radiology\(^{37}\), dermatology\(^{38}\), ophthalmology\(^{39}\), and otorhinolaryngology\(^{40}\). Earlier versions of ChatGPT had a correct answer rate of 30%-60%, i.e., mostly failing scores. However, performance has significantly improved since the release of ChatGPT-4. In studies comparing ChatGPT-3.5 and 4, ChatGPT-4 achieved higher scores in all examinations, with the score increasing by an average of approximately 20%, thus reaching the passing standard for many examinations.

However, except for cardiopulmonary resuscitation courses\(^2\), there has been no evaluation of LLM performance in the field of emergency medicine. In addition, LLM performance on board certification examinations remains unclear. Therefore, we evaluated LLM performance on emergency medicine board certification examinations administered by the Japanese Association of Acute Medicine (JAAM).

Methods

JAAM Board Certification Examinations

The board certification examinations for emergency medicine conducted by the JAAM are divided into 3 parts: career as an emergency physician (10 points), record of medical practice (10 points), and written examination (80 points). A score of ≥70 points out of a total of 100 points is required to pass the board certification examination\(^2\). A score of 50 (62.5%) out of 70 points is required to pass the written examination. Each year, examinees are asked to answer 100 stand-alone and scenario-based questions by selecting 1 to 3 of the 5 options provided. Inappropriate questions are eliminated, and correct answers are published in the official JAAM journal. Since answers to older questions tend to change because of guideline updates and the accumulation of new evidence, the board certification examinations developed during a recent 5-year period (2018-2022) were used in this study.

LLM

ChatGPT-4 (May 24, 2023 Version, OpenAI, San Francisco, CA, USA) was used to answer the questions. This LLM utilizes self-attention mechanisms and extensive training data to produce natural language responses in conversational settings (Fig. 1). Similar studies excluded questions with images because ChatGPT could not process images. However, some scenario-based medical questions can be answered without using images by assuming the most probable disease. If ChatGPT was unable to answer a question because of the inclusion of images, that question was excluded. Because ChatGPT sometimes provides different answers to the same question, each question was entered into the ChatGPT interface by 2 independent raters (K.N. and Y.I.) to estimate accuracy and assess self-agreement in ChatGPT’s response. A previous study on LLMs used similar methods, making the LLM answer the same questions twice and evaluating the agreement\(^2\).

The primary outcome was the proportion of correct answers to the questions without images, under the same conditions as those encountered by examinees. Secondary outcomes included correct answers to all answerable questions, those with images, and those with stand-alone and scenario-based items. To assess robustness, agreement between the 2 sets of responses was evaluated using both kappa and simple agreement metrics. Since ChatGPT is language-independent and provides answers based on information, use of the Japanese language has no impact on the answers, and all questions were input using Japanese characters.

Categories of ChatGPT Errors

As in previous studies, incorrectly answered questions were classified into 4 primary categories: comprehension, factualness, specificity, and inference\(^2\).

- *Comprehension errors* account for failures in understanding the question context and intent and often occur in the presence of grammar mistakes or ambiguity. For instance, misinterpretation of question intent was observed when the model failed to correctly address questions containing incorrect interrogative pronouns.

- *Factualness errors* arise when the model lacks the necessary supporting facts to produce an accurate answer, which can be attributed to the model’s limited knowledge of specific entities, attributes, or events. These errors are straightforward and are a significant proportion of the model’s errors.

- *Specificity errors* happen when the model fails to answer a problem at the correct level of specificity by providing answers that are too general or too detailed. For example, the model might categorize different subgenres of music as distinct genres, incorrectly claiming that they are not in the same genre.
The questions are scenario-based questions on sepsis. ChatGPT answered each question with an explanation. On the basis of the latest guidelines, questions on infusion volume calculation and drug selection were correctly answered.

- **Inference errors** occur when the model, despite having the necessary knowledge, fails to reason effectively with the facts to derive the correct answer. This can happen when the model struggles to make predictions based on common sense or cannot correctly compare or analyze data.

We used these 4 categories to categorize the reasons for incorrect answers to questions without images.

**Statistical Analyses**

Categorical variables were analyzed with the chi-square test. A P value of <0.05 was considered to indicate statistical significance. The rate of agreement between 2 sets of responses was calculated using Cohen's kappa statistic, and statistical processing was conducted using R software version 4.3.0 (R Foundation for Statistical Computing, Vienna, Austria). The kappa accounts not only for mere agreement but also for agreement by chance.

**Ethics statement**

This study only used publicly available data, did not include any patient information, and did not affect patient safety. Therefore, the requirement of review by the Institutional Review Board was waived.

**Results**

Of the 475 questions with text choices, the LLM was able to answer 465 (Fig. 2). Ten questions could not be answered because the LLM was unable to process information from the images. Of the 342 questions without images administered to examinees and the LLM under the same conditions, 65.9% were answered correctly by the LLM, and a passing score of 62.5% was obtained. Of the 246 questions with images, 52.0% were answered correctly, even in the absence of any information about the image. This score was significantly lower than the score for questions without images (p < 0.001). Of all answerable questions, 62.3% were answered correctly.

For questions without images, the annual rates of correct answers ranged from 56.3% to 78.8% (Table 1). Moreover, the accuracy rate for scenario-based questions without images was 69.1%, which was higher than the rate for stand-alone questions (62.1%), although the difference was not significant (p = 0.06) (Table 2).

Each question was asked twice, and 72.5% elicited the same responses after 2 repetitions. The kappa value was 0.70, indicating moderate agreement.

Of the 233 incorrectly answered questions that did not include images, factual errors accounted for 191 (82%), inference errors for 36 (15%), and comprehension errors for 6 (3%).
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Fig. 2 Question flowchart

Table 1 Correct answers rates provided by ChatGPT-4

<table>
<thead>
<tr>
<th>Year</th>
<th>Questions without images</th>
<th>Questions with images</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>2022</td>
<td>104/132 (78.8%)</td>
<td>18/56 (32.1%)</td>
<td>122/188 (71.3%)</td>
</tr>
<tr>
<td>2021</td>
<td>67/118 (56.8%)</td>
<td>45/68 (66.2%)</td>
<td>112/186 (60.2%)</td>
</tr>
<tr>
<td>2020</td>
<td>89/134 (66.4%)</td>
<td>22/50 (44.0%)</td>
<td>111/184 (62.0%)</td>
</tr>
<tr>
<td>2019</td>
<td>101/140 (72.1%)</td>
<td>30/54 (55.6%)</td>
<td>131/194 (67.0%)</td>
</tr>
<tr>
<td>2018</td>
<td>90/160 (56.3%)</td>
<td>13/18 (72.2%)</td>
<td>103/178 (60.7%)</td>
</tr>
<tr>
<td>Total</td>
<td>451/684 (65.9%)</td>
<td>128/246 (52.0%)</td>
<td>579/930 (62.3%)</td>
</tr>
</tbody>
</table>

Table 2 Correct answers rates to stand-alone and scenario-based questions

<table>
<thead>
<tr>
<th>Type</th>
<th>Stand-alone</th>
<th>Scenario-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Questions without images</td>
<td>195/314 (62.1%)</td>
<td>256/370 (69.2%)</td>
</tr>
<tr>
<td>Questions with images</td>
<td>0/2 (0%)</td>
<td>128/244 (52.5%)</td>
</tr>
<tr>
<td>Total</td>
<td>195/316 (61.7%)</td>
<td>384/614 (62.5%)</td>
</tr>
</tbody>
</table>

Discussion

To our knowledge, this is the first study to use an emergency medicine board certification examination to evaluate an LLM. The findings demonstrated the considerable potential of LLMs to achieve a passing score on these examinations. Additionally, we assessed the inferencing capabilities of LLMs, including questions with images, and it nearly achieved a passing score for all answerable questions. To evaluate its robustness, we conducted the examinations twice and calculated the consistency rate, which showed moderate agreement.

The LLM had a high inference capability for emergency scenarios. In this study, after screening all questions, the scenario-based questions accounted for 25% of items. Of the 133 questions with images, 123 (92.5%) were answerable without image information, and 65 (52.8%) were answered correctly. Accuracy was greater for scenario-based problems than for stand-alone questions. In most previous studies, questions with images were excluded because the LLM could not use information from images and answered questions under the conditions encountered by the examinees. However, this result may reflect the fact that questions include enough textual information that a single diagnosis can be determined. Additionally, only 10% of incorrect answers resulted from inference errors. In a study of clinicopathological cases, which have been used since the 1950s to evaluate differential diagnosis generators, an LLM demonstrated a high clinical inference ability and provided correct diagnoses for the differential diagnosis of 64% of...
challenging cases; in 39% of those, it provided the most likely diagnosis.

Although the performance of the present LLM was comparable to the level expected of board-certified doctors in emergency medicine, most incorrect answers were due to errors in factualness. Similar findings were observed in other board certification examinations. In general, highly specialized models with questions that are answerable by yes or no answers are more accurate, whereas highly versatile models are less accurate. An LLM is a multifunctional model that has not been trained in a specific domain; however, it is possible to fine-tune these models on specific tasks or domains to improve their performance in those areas.

A concern in emergency medicine is the potential for patients to use LLMs for self-diagnosis, as an LLM tends to “write plausible sounding but incorrect or nonsensical answers.” It is possible for patients to be exposed to incorrect medical knowledge generated by LLMs. Currently, AI errors in medical knowledge require intervention from physicians to correct, as AI itself has a limited ability to self-correct errors. In contrast to another study, where self-agreement was close to 0.97, this study did not find a high level of agreement, indicating potential challenges in terms of robustness. It is important to exercise caution with ChatGPT’s responses, as it may provide statements such as “I’m not a doctor and can’t provide medical advice” or “Don’t delay seeking medical attention.”

This study has several limitations. First, the LLM may have already learned the questions published. However, the LLM’s knowledge was based on information published up to September and it performed best on the latest examinations, i.e., those after that date—no performance degradation was observed. Second, although ChatGPT-4 was trained in various languages, including Japanese, its proficiency in non-English languages may not be equivalent to its proficiency in English. Third, the research showed that inference errors accounted for a small proportion of errors; however, this does not necessarily mean the AI is good at inference. It could be that the types of questions asked did not sufficiently challenge this skill.
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